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real to imaginary part of the scattering amplitude in the forward direction. The phase of 
the scattering amplitude is found to change sign near the minimum. The component.of 
diffraction scattering beyond the second maximum has a much weaker t-dependence 
than expected in simple eikonal or constituent pictures connecting this region to the 
forward peak. A further break in slope is observed near t = -6  GeV 2. There is no evi- 
dence for another minimum for t values up to 10 GeV 2. 

1. Introduction 

The processes of  diffraction scattering of  hadrons reflect some fundamental  
properties of  these particles; elastic diffraction scattering reflects the wave nature 
of  the colliding hadron beams and the finite range of  their strong interaction; 
inelastic diffraction is a direct manifestation of  the internal structure of  hadrons. 

Among the numerous diffractive reactions, the elastic scattering of  protons on 
protons provides the most favourable possibility for studying the diffraction mech- 
anism at very high energy, as this channel does not  display direct resonances, and 
non-diffractive contributions due to fo, w, O, and Az exchange are decreasing with 
increasing energy. There is a wealth of  precise data at all proton accelerator ener- 
pies. A study of  the elastic scattering of  protons on protons was therefore part of  
the first experimental program at the CERN intersecting storage rings (ISR) with 
the possibility of  investigating diffraction scattering up to equivalent laboratory 
energies of  2000 GeV. At the time of  the construction of  this facility, an ever- 
shrinking differential cross section was expected when extrapolating results ob- 
tained at the CERN 28 GeV proton synchrotron (PS), with differential cross 
sections as low as 10 -33 cm2/GeV 2 at a value of  four-momentum squared of  
t = - 1 . 5  GeV 2. 

The first experimental programme [1] at the ISR then led to the discovery 
of  a diffraction-like minimum [2] near t = - 1 . 4  GeV 2 and to new questions 
concerning the energy dependence of  its posit ion, of its depth and, of  course, 
of  the large-t behaviour of  elastic scattering which now became accessible for 
experimental study. 

On the other hand, the discovery of  a rise of  the total  interaction cross 
section [3] over the ISR energy range by  approximately 10% has led to new 
interest in the question of  a simple geometrical scaling behaviour of  elastic 
scattering at high energies [4,5]. 

We have therefore designed an experiment with the aim of  measuring abso- 
lute values of  the differential cross section, and in particular its energy depen- 
dence in the region of  the diffraction minimum and beyond it. 

The laboratory system at the ISR essentially coincides with the centre-of- 
mass system because of  the small crossing angle (0 = 15 °) of  the colliding 
beams. The scattered protons can therefore both  be detected in a symmetric 
set-up, even at low four-momentum transfer. To make full use of  this advan- 
tage of  experimentat ion at the storage rings, we have chosen to use a large 
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solid-angle detector with magnetic field, the Split-Field Magnet facility (SFM), 
accepting t values up to 20 GeV 2. 

Momentum analysis of both scattered protons is required to discriminate 
against the background of nearly elastic events, in particular at large-t values, 
as the increasing luminosity of the ISR allowed us to measure the differential 
cross section through ten orders of magnitude. Measurements of the directions 
and momenta of both scattered protons with experimental resolutions of 
A0 = +0.5 mrad and Ap/p = +5% gave adequate kinematical constraints and 
resulted in a residual background contamination of 2% to 5% for the full 
t-range covered. 

Another advantage of experimentation at the ISR, in particular in search- 
ing for narrow minima and in measuring their depth, is the high resolution in 
four-momentum transfer t which can readily be achieved. In this experiment 
At/t  was typically 0.015, varying slowly and smoothly with t and with x/s. 

During this experiment we took data on elastic pp scattering in two periods, 
first from March to December 1974, together with data of the reaction pp 
pn+n in its diffractive [6] and charge-exchange [7] * regions, and then from 
March to July 1976. Double-pomeron exchange candidates in the reaction 
pp -+ pn+n-p were taken in a small fraction of both periods [8]. The main 
results of the elastic scattering experiment have been published in several 
letters: the energy dependence of the dip position [9,10] in 1974/75, the non- 
existence of a second dip up to I tl = 6.5 GeV z in 1976 [ 11 ], and evidence for 
a third slope in the t region from 6.5 to 10 GeV in 1977 [12]. 

The t range of the results presented extends from 0.8 to 6 GeV 2 for all 
energies except x/s = 53 GeV, where it extends from 0.8 to 10 GeV 2 owing 
to the higher ISR luminosity at this energy. The results obtained in 1975 for 
the t region below 0.8 GeV 2 have not been improved and are final already in 
ref. [10]. 

It is the purpose of this paper to describe the details of the set-up, the data 
analysis, the acceptance evaluation, and the final results of the experiment. 
The last sections are devoted to a confrontation of the results with recent 
theoretical attempts to describe elastic scattering. 

2. The experimental set-up 

2.1. The intersecting storage rings 

The storage rings [13] are interlaced alternating gradient synchrotrons, inter- 
secting each other in eight points. They are filled with protons which are accel- 

Ref. [7b] contains 1976 data. 
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erated in the CERN PS and then,ejected from it. The highest energy of  31 GeV 
per beam is achieved by accelerating a beam of  26 GeV protons inside the ISR. The 
total energy in collisions of  protons is 

x/s = 2E x/1 - cos ½~, 

where E is the energy of  the protons in each ring. The beams cross each other at an 
angle of  c~ = 15 ° in the horizontal plane. The ranges of  energies available and of  the 
equivalent energy of  a proton hitting a stationary target are given in table 1. 

The rate of  beam-beam collisions is determined by the total cross section Oto t 
and by the luminosity L: 

A)tot = Z • ~Tto t . 

The luminosity depends on the beam currents I1 and 12 (in amperes) and on the 
effective overlap height he f  t (in centimetres) of  the crossing beams, according to 

L = 1028 Ii1__22 (cm_ 2 s_ l )  . (2.1) 
heft 

Since the first operation in 1971, beam currents have increased steadily, up to 
2 5 - 3 0  A at present; the effective beam height depends on the energy and is typi- 
cally 0.3 cm. Typical luminosities available for data taking in 1974 and in 1976 
are shown in table 1. 

The lifetime of  the coasting beams depends on the residual gas pressure in the 
beam tube and on the growth of  the beam size due to multiple scattering. Average 
operating pressures as low as 10-1o Torr have been achieved, leading to half-lives 
of  luminosity of  about 30 hours, a figure which has been chosen as the typical 
length of  a physics run before refilling. 

Interactions of  a beam with the residual gas in the crossing regions is a potential 
source of  background in the experiments. With gas pressures of  10-11 Torr in the 
intersecting regions, the counting rate due to this background was typically between 
1% and 20% of the beam-beam interaction rate. During high-luminosity runs, this 
ratio could only be kept within these limits by regular shaving of  the beams. 

2.2. The split-fieM magnet  detec tor  facility 

A schematic view of  the detector [14] is shown in fig. 1. It was installed in 1973 
as a multipurpose and multiuser facility at the CERN ISR. The main magnet has a 
field volume of  10 X 3 X 1.10 m 3 and was operated with fields of  0.50, 0.65, and 
1.00 tesla at x/s = 23, 31, and 45 GeV, respectively, and with 1.00 T also at 53 and 
62 GeV. The two downstream magnets have a field volume of  2.50 X 1.60 × 0.40 
m 3 each, and were operated at nearly the same field values as the main magnet. 
They are compensating the deflection of  the beams in the main magnet. The vacuum 
chamber has been enlarged near the intersection, as shown in fig. 2, to contain the 
deflected proton beams. It is fabricated using corrugated stainless steel, allowing a 
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Fig. 1. The split field magnet (SFM) detector. M = main magnet; SC = small compensator mag- 
net; LC = large compensator magnet; N1, ..., N 4 = neutron vertex detectors; T 1 and T 2 = moni- 
tor scintillators. 

wall th ickness  o f  0.7 m m  in the  d o w n s t r e a m  arms.  A b s o r p t i o n  and  mul t ip le  scat ter-  

ing o f  p r o t o n s  t ravers ing the  walls a t  small  angles i n t r o d u c e  large unce r t a in t i e s  in 

the  d i f fe ren t ia l  cross sec t ions  at  small  t; a discussion o f  this  l imi ta t ion  is given in 

subsect .  3.4.  

The ma in  m a g n e t  and  the  t w o  c o m p e n s a t o r  magne t s  are equ ipped  w i th  mul t i -  

wire p r o p o r t i o n a l  c h a m b e r s  (MWPC) con ta in ing  a to t a l  o f  a b o u t  70  000  wires  and  

u 

o . . . . . . . . . .  

(a) 

u 

Fig. 2. (a) Side view and (b) top view of the vacuum chamber at the intersection. 
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one electronic channel per wire. Fourteen chambers [14] in each forward telescope 
cover a range of  polar angles from 7 mrad to ~300  mrad. They consist of  two 
orthogonal wire planes with 2 mm wire spacing. The high-voltage planes are divided 
into 5.6 cm wide strips from which a third and a fourth (-+30 °) coordinate are ob- 
tained to resolve multitrack ambiguities. The four central telescopes [ 15] consist 
each of  one densely packed chamber with ten planes of  wires in three directions 
and with 4 mm wire spacing. The horizontal central telescopes contain, in addition, 
two chambers with three planes, each with 4 mm wire spacing. Typical chamber 
areas are 2 X 1 m 2. The high voltage and the time window are chosen to obtain an 
efficiency larger than 0.995 for each wire plane. The thickness of a forward cham- 
ber is 0.010 collision lengths and 0.017 radiation lengths. 

2.3. The trigger electronics 

Large-t elastic scattering events have a cross-section of  ~10  -3  mb for It[ > 0.8 
GeV 2, i.e., ~3 X I0 - s  ofatot .  In order to reject other events as much as possible, 
a two-step decision logic was developed and was set up for large-t elastic scattering. 
As shown in fig. 3, fast signals from each wire and d.c. levels from each wire memory 
are used as logic inputs. In practice, only the OR functions of fast pulses from 256 
adjacent wires (FOR) and the OR functions of  32 adjacent memory levels (MOR) 
have been used. 

The fast decision logic [16] has been built using modular electronics (NIM) and 
has served to select events due to beam-beam interactions, suppressing events due to 
beam-gas interactions to a large extent, with a minimum requirement on topology 
for large-t elastic scattering events. The OR function of  all horizontal wires in two 
adjacent forward chambers in coincidence with the OR of all their vertical wires 

256 CHANNEL 
FAST O R ' S  ~ DECISION [ 

DRIVER/AMPLIFIER 

32 ?L°RY 

MEMORY 
STROBE 

~ ~ CLEAR 

ALL ' ALL 
CHANNELS CHANNELS 

Fig. 3. Schematic diagram of the trigger electronics, showing how the fast and the slow decision 
are generated. 
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defined a hit in a chamber pair. The fast decision required at least three (for part of  
the time four) chamber pair hits in each one of  the two forward telescopes, in anti- 
coincidence with a signal from the central telescopes to exclude events with addi- 
tional tracks. To limit the t region of elastic scattering triggers, a hit of at least one 
vertical wire in a reference region of each forward telescope was required in addition. 
This region was chosen according to the ISR energy. A busy signal, which takes into 
account all dead-time contributions to the data acquisition (wire electronics, fast 
and slow decision, computer), was put in anticoincidence with the fast decision. An 
identical busy gate was applied to the signals of  the scintillation counter monitors 
(subsect. 2.5). If  the fast decision was positive, all wire memory gates were opened 
with a gate length of  150 ns (for part of  the time 120 and 180 ns) and a subsequent 
slow decision was initiated. 

The slow decision logic [ 17] was specially designed in TTL electronics using the 
memory OR levels mentioned above. Fig. 4 shows a sketch of the main tasks of  this 
logic. In each one of  the two forward telescopes the following functions F1 to F6 
were available: 

FI :  number of hits per chamber pair (1 hit -- 1 horizontal and 1 vertical group of 
32 wires hit); 

F2: one particle per telescope (~>3 or 4 out of  the first 6 chamber pairs with at 
least 1 hit); 

F3: two particles per telescope (>~3 chamber pairs with at least 2 hits); 
F4: track finding in the vertical plane (see ref. [17] for details); 
F5" combining Overt , the angle of  the track found in F4, with 0horiz, determined 

from a wire group in a reference plane, for a rough determination of  the polar angle 
0; 

F6: collinearity, the functions F4 of  both telescopes are combined to check if 
two tracks are roughly collinear in the vertical projection. 

A large-t elastic scattering event was defined by a coincidence of  the following 
functions: F2 (telescope 1) * F2 (telescope 2) * F3 (telescope 1) * F3 (telescope 
2) * F4 (telescope 1) * F4 (telescope 2) * F6. For part of  the data-taking time, it 
was also required that the angle 0 determined by the function F5 corresponds to 
[tl >~ 0.8 GeV 2 . This condition was later replaced by the reference plane condition 
in the fast decision. Information from the central telescopes was available in the fast 
decision only. For part of  the time, also small-t elastic scattering was measured. The 
rough polar angle 0 determined by F5 was then used to scale down the event rate 
by factors of 1024 or 64, depending on the value of  0. 

The decision time was about 100 ns for the fast trigger and 2 ~s for the slow 
logic. The rates and the dead-time of the fast and slow decisions are discussed in 
subsect. 3.1. 

2.4. The data aequisition system 

A schematic sketch of  the data acquisition system is shown in fig. 5. Following a 
positive trigger decision, events were read into an on-line computer of the type EMR 
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Fig. 4. Schematic diagram of  the slow decision logic and its various functions. N1 and N2 are 
neutron vertex detectors. MOR signifies memory OR. 

6130 disposing of  a 24 K memory of  16-bit words. It was equipped with a disk unit, 
two tape units (9 tracks, 1600 bits per inch), and a graphics display; it was connected 
via a link to a large computer of  the type CI[ 10070. For each event, the following 
information was read in: 

(i) The addresses of  all wires hit via a special data bus and read-out electronics 
(variable number of  16-bit words, on the average about 100 for elastic scattering 
triggers). 



230 E. Nagy et al. /Elastic pp scattering at large momentum transfer 

E X P E R I M E N T A L  AREA 
I 
I 

MWPC 
CHAMBERS 

B.~-5 PIPE 

CONTROL ROOM 

NIRI 
~CTR 

Fas t  
Decision 

DATA BUS 

MOR CABLES 

FAST EVENT 
RESET 

2 

~R M W P C  L 
LA.9 OUT BOX I" 

AccE.T t ~RESET 

PATTERN UNITS 

OUTPUT REGISTEF 

DUTPUTREGISTER 

CONTROL MODULE 

SCALERS AND C I 

PATTERN UNITS 

i l l  MO"TOR G~ FLOW ~ 
J GAS F LOW [~ 

METERS ! 
Fig. 5. Schematic diagram of the data acquisition system. 

5 

(ii) The content of  two CAMAC crates; one crate containing 44 words with 
monitor rates and fast decision rates, real time and lifetime, time-of-flight informa- 
tion, event type patterns, hit patterns of  chamber pairs, and hit patterns of  scintil- 
lators; and a second crate containing 26 words with counting rates, patterns, and 
functions of  the slow decision logic. 

The computer added a third block of  seven words per event containing the date, 
time, run number, and the event number, filled some preselected histograms for 
equipment monitoring, and wrote the three blocks onto magnetic tape. The tape 
writing speed limited the data acquisition to about 100 events per second. 

In addition to the three data blocks per event, the computer wrote another block 
of  system-control information onto tape at regular intervals of  every 10 minutes. 
On-line histogramming was restricted to, for example, wire hit maps, time-of-flight 
and scintillator pulse-height distributions. The link to the CII 10070 computer was 
used to transfer a test sample of  events for complete reconstruction. Checks and 
equipment tests were performed using the EMR computer. 

2.5. The luminosi ty  counters 

An array of  scintillation counters T1 and T2 in each forward telescope, each 
array covering an area of  1.20 × 2.00 m 2, was placed at a distance of  6 m from the 
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interaction point as shown in fig. 1. The coincidence rate N = N(T1 * T2), cor- 
rected for the accidental rate and gated with the busy signal, was recorded together 
with each event. It was used as the main luminosity monitor of  the experiment. For 
part of  the time, two other scintillator coincidences were used to check the stability 
of  N. The pulse heights of  all 20 photomultipliers of  these arrays were continuously 
surveyed. 

The absolute calibration of  the monitor system was determined using a method 
due to Van der Meer [18], and was repeated at intervals of  a few days. This method 
consists of  counting the monitor rate N as a function of  the vertical separation z of  
the two beams, and of  determining the effective overlap height heff, as defined in 
eq. (2.1), by the ratio of  the integral f N  dz to the maximum value of  N. No knowl- 
edge of  the total cross section is required. The systematic uncertainty of  the method 
is at present estimated to be around 1% [19]. 

The effective cross sections monitored by the coincidence rate N were found to 
vary from (20 +- 1) mb at x/s - 23 GeV to (31 +- 1.5) mb at X/s = 62 GeV and to be 
stable within -+5% at each energy. 

3. The data acquisition and the analysis 

3.1. Data taking 

A total of  42 million elastic scattering triggers were recorded onto 1658 magnetic 
tapes, most of  the time together with other types of  triggers as mentioned in sect. 1. 
The highest integrated luminosity, Lin t = f L  dr, was obtained at x/s = 53 GeV, where 
most of  the ISR users wanted to accumulate their highest statistics at that time. At 
the four other energies; lower values of  Lin t were  obtained, approximately one tenth 
of  the value at 53 GeV. 

The coasting beams have a momentum spread of  typically -+1% around their cen- 
tral values. The average c.m. energies x/s are shown in table 1. This table also shows 
the average luminosity and the integrated luminosities, as determined by the lumi- 
nosity monitor,  the number of  magnetic tapes and of  events recorded, and finally 
the number of  elastic scattering events above Itl -- 0.8 GeV 2 after all cuts, as dis- 
cussed in subsect. 3.5. As the accumulated statistics increased, both the fast and the 
slow decision logics were modified to increase the lower limit of  the accepted t-region. 
Therefore, the number of  elastic scattering events is not proportional to Lint. During 
the last runs at x/s = 53 GeV, the trigger conditions were set to ltl ~> 3.3 GeV 2. 

Counting rates and the system dead-time are strongly correlated with the trigger 
conditions chosen. At x,/s = 53 GeV and for L = 5 × 103° cm -2  s -1 , for example, 
the fast trigger rate without reference region condition would have been 10S/s. 
Including the reference region condition into the fast trigger (see subsect. 2.3), this 
rate was reduced by a factor of  about 10, resulting in a dead-time of  the slow deci- 
sion logic of  104/S X 2/~s = 2%. The slow decision logic reduced this rate by another 
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factor of  about 200. The data acquisition system requires about 4 ms to read and 
write an event, resulting in a dead-time of  about 50/s × 4 ms = 20%. 

3.2. The event  reconstruction 

The 42 million elastic scattering triggers were passed through a chain of  three 
reconstruction programs: 

MARC, associating coordinates to tracks [20], 
NICOLE, fitting tracks in the magnetic field and their vertex [21], 
KINFIT,  performing a kinematical fit for the hypothesis of  elastic scattering. 
Because of  the large amount of  data to be processed, the first two standard pro- 

grams were used in a modified version. NICOLE was used with a parametric method 
[22], adapted to the wire chamber geometry,  and MARC (for the 1976 data only) 
rejected tracks with too small a scattering angle or too big a curvature, both  limits 
being determined using simulated elastic scattering events. 

In spite of  these modifications,  the total computat ion load was very high and 
the event reconstruction work had to be shared between the collaborating labora- 
tories, using essentially identical programs. For the data obtained in 1974, MARC 
was run on a CDC computer 7600 at CERN, and NICOLE and KINFIT on an IBM 
370/168 computer  at Hamburg and a CYBER 74 computer  at Vienna. The data ob- 
tained in 1976 were analysed on an IBM 360/65 computer at Heidelberg. Small 
samples of  events were analysed on two computers for comparison. As far as possi- 
ble, the book-keeping of  the reconstruction work was also computerized.  

The fraction of  accepted events varied with energy and trigger conditions; 
typically it was as follows: 20% in MARC, 25% in N1COLE, and 80% in KINFIT. 
The computat ion per event took 12 ms in MARC, 35 ms in NICOLE, and 10 ms in 
KINFIT,  of  Central Processor time of a CDC 7600. 

3.3. The reconstruction programs 

The pattern recognition program MARC [20] converted all wire addresses into 
coordinates and generated space points for each chamber pair, using the additional 
information of  the high-voltage strips. If it was possible to form more than one 
space point per chamber, an assignment algorithm was used to define the most 
probable space points, in order to keep the number of  spurious points to a minimum 
[23]. 

To perform the track finding for elastic scattering, the chambers were assembled 
into two independent sets in each telescope: all the chambers in the main magnet 
and a set including chambers at the exit of  the main magnet together with the cham- 
bers in the compensator magnets. A scan starts by looking first for space points in 
the most distant chambers of  a set. When two outer points were available, they 
were joined and the following tests were made: 

(i) does the vertical track projection point to the beam crossing region? 
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(ii) can additional points be found, using a parabola test in the horizontal projec- 
tion, the field map, and rough X 2 tests? 

(iii) does the horizontal projection point to the beam crossing region? 
(iv) has the minimum number of  required points been found? 

This leads to a preliminary definition of  a track, and the next search starts. The 
coordinates of  successfully reconstructed tracks were removed. As a last step the 
search for tracks defined by three coordinates was performed. 

For the second set of  chambers a similar procedure was applied, but spline curves 
had to be used to test S-shaped track candidates. Finally, the number of  tracks shar- 
ing a large proportion of  the same space points was reduced and a compatibility code 
assigned by using a graph theoretical method [24], and a preliminary estimate of  
the charge and the momentum was made. 

The geometry program NICOLE [21 ] aimed at attaining the limit of  the resolu- 
tion capability of  the detector. For all t values of  elastic scattering events, the fit 
procedure had to be as selective as possible. Besides the scattering on the foam-frame 
of  the proportional chambers, a large contribution to multiple scattering was intro- 
duced by the walls of  the beam tube. The momentum resolution was about -+5% 
because of  the small sagitta at such high momenta. Therefore, full use had to be 
made of  the constraints provided by the equations of  motion in the strongly inho- 
mogeneous magnetic field, and the least-squares sum had to be carefully weighted, 
considering the chamber resolution as well as the multiple scattering [25]. 

In order to save computer time by avoiding numerical integration of  the equa- 
tions of  motion, a parametric method was used [22] in NICOLE. For the track 
coordinates, which are determined by five parameters in a given reference plane, 
namely Xr, zr,  (dx/ds)r, (dz/ds)~, and 1/p, an explicit solution of  the dependence 
on the five parameters was given. This was facilitated by limiting the range of  the 
fifth parameter 1/p to the elastic case, imposing energy conservation already at the 
geometry program level. The fit was performed in two steps to make data reduc- 
tion more efficient: first the two individual particle paths were fitted, and then they 
were constrained to fit a common vertex. 

The kinematical-fit program KINFIT was specially written for this experiment. 
Flexible input of  the ISR parameters was possible, and the earlier use of  the infor- 
mation on energy conservation of  both scattered particles was taken into account. 
KINFIT was therefore essentially a collinearity test with two constraints. Four- 
momentum conservation was taken into account by applying the Lagrangian meth- 
od. The problem was linearized, and iterations were continued until convergence 
was reached. 

Fig. 6 shows the observed deviations from collinearity, 2x0, in both projections 
before applying KINFIT. As can be seen, one standard deviation from collinearity 
is between 1.0 and 1.2 mrad in each projection. 

All events with less than 10 standard deviations from collinearity (KINFIT 
X 2 < 100) were written onto a data summary tape with the following information: 
four words of  book-keeping; two words of  chamber and scintillator patterns; s, t, 
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Fig. 6. Deviation f rom collinearity after t rack and vertex fit t ing in the  magnet.  (a) side view at 
x/s = 23 GeV; (b) top view at 23 GeV; (c) side view at 62 GeV; (d) top view at 62 GeV. The 
histogram shows events with ×2(KINFIT) < 9, the  shaded areas with 9 < ×2 < 100. The standard 
deviation is be tween 1 and 1.2 mrad,  compatible  with measuring errors. 
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and the azimuthal scattering angle 4~; three coordinates of the vertex; and all cham- 
ber coordinates of the two tracks. 

3.4. Calculation o f  the acceptance and o f  the resolution in t 

Owing to the inhomogeneous chamber geometry, the trigger conditions, and the 
absorption of protons in the beam tube and in the proportional chambers and their 
frames, not all events are detected, and it is therefore required to calculate the over- 
all acceptance which depends on s and t. This has been determined using simulated 
elastic scattering events generated with the help of the Monte Carlo method. A total 
of 1.2 million simulated events, on the average 104 for each ISR run and each trig- 
ger condition, have been generated and treated as realistically as possible. 

The simulation took into account the phase-space distribution of the colliding 
beams, the scattering process following a given t distribution with uniform distribu- 
tion in azimuthal angle q~, and included the tracking of the scattered protons through 
the magnetic field and the detectors. When traversing material, Coulomb scattering 
was simulated, and to correct for nuclear elastic and inelastic scattering in the beam 
tube and in the chamber frames all traversed lengths were recorded. Fig. 7 shows the 
average thickness L o f  steel traversed for both protons as a function of t. 

The simulated events were then processed with the same chain of reconstruction 
programs as for the real events. Coordinates were transformed into wire addresses, 
trigger conditions were simulated, and then MARC-NICOLE-KINFIT were applied. 

i-J 2 2 GeV 

I I I 
0 1 2 3 

- t  (GeV 2 ) 

Fig. 7. The average length E o f  vacuum chamber material traversed by both protons. 
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The resulting data-summary tape contained surviving events and also all rejected 
events with a flag indicating at which stage they were rejected. The differential 
cross sections can then be evaluated using the expression 

do(/) _ z2XNobs(i ) 1 ~ffVgen(i ) (3.1) 

dt At Lint(/) ~x/Wacc (i) 

in bins of  At and A~ and under various selection criteria for different subsamples i. 
Lin t is the integrated luminosity, Nobs is the number of  real events observed, Ngen 
is the number of  simulated events generated, and Nacc is the weighted sum of 
simulated events accepted, where the weight of  each event is given by its survival 
probability after nuclear elastic and inelastic scattering in the beam tube and in 
the chamber frames. These weights were determined separately to save computer 
time. It was, however, ascertained on test samples that this weight method gives 
the same result as a full simulation. 

The final acceptance as a function of  t, defined by the event selection procedure 
(see subsect. 3.5) is shown in fig. 8. Because of  different trigger conditions and dif- 
ferent cuts for different subsamples i, the acceptance curves are discontinuous; they 
correspond to an "average" acceptance defined by 

~ Lint (i) £XlVacc(i)/z2xNgen(i) 
i 

n = (3 .2 )  

S t i n t ( i )  
i 

The statistical errors on the acceptance follow from binomial distributions. For a 
discussion of  the systematical errors, see subsect. 3.5. The statistical errors of  the 
simulated events in each t bin and for each subsample were always kept below the 
statistical errors of  the corresponding sample of  real events and never exceeded 20%. 

Simulated events have also been used for trigger studies, for testing the recon- 
struction programs, and for determining the resolution in t. Fig. 9 shows the t reso- 
lution, defined as one standard deviation of  the difference between the true and the 
reconstructed t value in simulated events. At large t, the resolution depends linearly 
on t and is due to the momentum spread of  the ISR beams only. 

3.5. The data selection, correction and normalization 

Differential cross sections daq)/dt were obtained from each data subsample by 
using eq. (3.1) and were compared to each other. Before averaging to obtain 

ANobs(i)/At 
do i 
~ -  (final) = , (3.3) 

Lin t (i) ~x/Vac c (i)/£xNgen (i) 
i 

the criteria of  selection for each subsample have been determined. The first cut 
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applied to all real and simulated events was aimed at eliminating inefficient regions 
at the edges of all wire chambers. Using the track-point information on the data- 
summary tapes, all events were rejected which had not three points, or f~our points 
if the actual trigger conditions required four, inside a fiducial region excluding three 
wires from all edges in each chamber. The remaining chamber inefficiencies were 
assumed to be uniform over the fiducial region and were determined experimentally 
by comparing tracks of real and simulated events with 3, 4, and 5 coordinates. They 
amounted to approximately 1% per chamber and were taken into account by 
appropriately weighting Nacc. 

Apart from these tests on each event, the following selection criteria were applied: 
(a) x2(KINFIT) < 9, 
(b) ltl > 0.8 GeV 2, 
(c) all t regions (per subsample) with r/(i) = ~JVacc/z~QVgen < 0.10 were rejected, 
(d) some subsamples were also cut in the azimuthal angle q~ if the shape of the 

distributions of dNobs/dq~ and dNacc/dq~ did not agree with each other. 
The distributions in azimuthal angle ~b were extensively studied and were an essen- 

tial tool for checking the quality of the data. Fig. 10 shows an example of the azi- 
muthal asymmetry between observed and accepted Monte Carlo events, 
R = (dNob s - d /Vacc) / (dNobs  -I- dJVacc) for X/s = 45 GeV and for the t interval from 
1 to 1.2 GeV 2. 

1.5 

1.0 

0.5 

R 0 

-0.5 

-1.0 

L I I 
0 o 90 ° 150 ° 270 ° 360 ° 

~o 

Fig. 10. Example o f  a distr ibution of  the  azimuthal  a symmet ry  be tween observed and accepted 
(dNob s - dNacc)/(dNobs + d/Vat c) at x/s = 45 GeV and in the  t inter- Monte Carlo events, R 

val 1 to 1.2 GeV 2. 
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There remain two uncertainties at the 3% to 5% level which are not included in 
the acceptance calculation: 

(i) The effects of  6-rays in the wire chambers. They lead to clusters of  hit wires 
which are much larger than the average cluster size of ~1.5, and to the loss of  the 
track coordinate. 

(ii) Inelastic scattering of  a proton in an obstacle after having properly traversed 
three or more wire chambers. This simulates a high multiplicity event which may 
be rejected by the slow decision logic. 

Both effects have been studied using the data [26], and a resulting correction 
factor of  1.08 -+ 0.04 was applied to 2dVac c. 

Another source of  systematical uncertainty, already mentioned in subsect. 3.4 
and illustrated in fig. 7, is the amount of beam-tube material traversed. Because of  
approximations, the calculated values of  L-may have an uncertainty of  up to 20%, 
and this has also been included into the errors of  ~ a c c -  

The absolute normalization of  the data is determined by the integrated luminosi- 
ties Lin t (i). They are determined by the monitor counters, using the calibration pro- 
cedure as described in subsect. 2.5. From the reproducibility of  the monitor cross 
sections and from the comparison of  do(i)/dt  of different subsamples the systematic 
error on do(final)/dt  due to normalization uncertainties is estimated to +5%. 

3. 6. Est imation o f  the background 

The procedure of  determining the background is illustrated in fig. 11. The dis- 
tribution of  X 2 for the kinematical fit to the experimental data, shown as full circles 
in the figure, is well-described by an expression 

P(X 2) = e - f x 2 / z  . (3.4) 

Since the kinematical fit has two essential degrees of  freedom we expect a distribu- 
tion described by e -×2/2,  shown as the dashed curve in fig. 11. Owing to the neglect 
of  many randomly distributed uncertainties, e.g., alignment errors, f i s  slightly 
smaller than 1, and up to ×2 = 10 it turns out to be about 0.8, as shown by the full 
line. For higher values of  ×2, there is a strong deviation from eq. (3.4). As the 
expected number of  events due to nuclear elastic scattering in the beam tube does 
not exceed 20% of all events in this X 2 region, as shown by open squares, we attri- 
bute this deviation mainly to the background of non-elastic scattering events. 
Extrapolating the X 2 distribution from the region of  X 2 > 20 to the region of  X 2 < 9, 
as also shown in the figure, we can estimate the minimum and maximum amount 
of background under the elastic peak. 

This procedure was carried out for all ISR energies and for several t intervals, 
and allows us to draw the following conclusions. 

The background level is generally of  the order of  (4 + 2)%, as shown in fig. 12 
for x/s = 31 GeV. The number of  real events lost by the selection criterion X 2 < 9 
is about 4% higher than for simulated events for which f =  1. The two corrections 
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and the maximum background is obtained by extrapolating the tail at large x 2 towards x 2 = 0. 

cancel each other and therefore no background subtraction has been made in 
do/dt. 

In the t region between 0.8 and 5 GeV 2, the background can be well-approxi- 
mated by the function: 

do(background)/dt = a exp [-t3([t[ - 1.425 GeV2)] , (3.5) 

where a = (1 +- 0.5) nb/GeV 2 and t3 = (1.8 + 0.2) GeV -2  are independent of  the 
energy. 

At higher t values the background may increase slightly but always remains 
smaller than 10% of the signal. 

Hence, background is always negligible except in the narrow t region around the 
diffraction minimum. However, even in the bin with the lowest cross section, at 
x/s = 31 GeV and in the t interval from 1.40 to 1.45 GeV 2, the background level 
is lower than the number of  observed events, as shown in fig. 13. It is estimated at 
(40 --- 20)%, in agreement with eq. (3.5). 
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4. The results 

4.1. The dif ferential  cross sections 

The final results o f  the differential  cross sections do/d t  are given in table 2 and 

shown in fig. 14. We note  the fol lowing p rominen t  features. 

In the t interval f rom t = 0 to t = - 0 . 8  GeV 2, the cross section is rather struc- 

tureless [10] and decreases approx imate ly  as an exponent ia l  over four  orders o f  

magnitude.  It cont inues  to decrease over another  three decades until  it reaches a 

p ronounced  min imum,  which is s-dependent  in posi t ion and depth.  

A second m a x i m u m  is reached at t ~ - 1 . 9  GeV 2, and the fol lowing exponent ia l  

10 -2 r 
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E 10 -5 r 
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Fig. 14. Final results of the differential cross sections. The five different curves are displaced by 
a factor of 100 from each other. The left-side scale is valid for ,q/s = 23 GeV, the right-side scale 
for %/s = 62 GeV. For the influence of t resolution and for the background at the minimum, see 
subsect. 4.3. 
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decrease is characterized by a much smaller slope than at the forward peak. This 
slope is constant over nearly three decades. At x/s = 53 GeV there is a further 
change of  slope near t = - 6  GeV 2 . However, we find no evidence for a second mini- 
mum in the t range up to 10 GeV 2. 

The errors quoted on the cross sections are evaluated as the sum of the squares 
of  the statistical errors of the experimental  data, of  the statistical errors in the 
acceptance calculation, and of  the estimated systematic uncertainties. The syste- 
matic errors are not  independent from one t bin to the other; they include uncer- 
tainties originating from 5-rays, from event losses in the slow decision logic, and 
from the beam-tube traversal. The overall scale error, estimated to be +-5% at each 
energy, is not  included. 

Corrections due to the background, the finite bin size, and the influence of  the 
t resolution are negligible everywhere except in the region of the diffraction mini- 
mum. Fig. 14 and table 2 give the measured values also there; for the subtraction of  
the background and the unfolding of  the effect due to binning and the t resolution, 
the reader is referred to subsect. 4.3. 

4.2. The forward peak 

The data with t values above 0.8 GeV 2 extend over the last three of  the seven 
decades of  the forward peak. The value of  the slope b = (d/dr) ln(do/dt) is known 
to depend on t in this t region [1 ] ; i t  is steadily decreasing until a t value of  0.8 
GeV 2 is reached, and is approximately compatible [27] with a parametrization of  
the form do/dt ~ exp(bt  + ct2). For t values above 0.8 GeV 2 , we observe again an 
increase of  the slope. We do not attribute this to a property of  the forward ampli- 
tude but  rather to its destructive interference with a second amplitude. Slope fits 
have to take this interference into account. We refer to subsect. 4.3 for a discussion. 
The last column of  table 3 gives the slope values derived from a fit including inter- 
ference. For t values between 0.8 GeV 2 and the diffraction minimum, it is found that 
the forward peak continues to shrink with increasing energy. This shrinkage is com- 
patible with an energy-independent ratio of  b/OT. 

4. 3. The diffraction minimum 

In order to determine the position and the depth of  the observed minimum in 
the differential cross section, we have fi t ted a function of  the form 

A o  1 r , , - d o  e x p [ - ( t -  t ' )2 /262]  
/X~- (t') = ~ J d t  J ~ (t) ~ 2 dt + bg, (4. I)  

to the observed cross sections at each energy, where 6 is the standard deviation of  
the resolution in t and the background term bg is given by eq. (3.5). The true cross 
section is parametrized by an expression with two amplitudes described by five 
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Table 3 
Parameters of  an expression with two amplitudes [eq. (4.2)], describing da/dt  near the minimum 
(t interval from 1.05-2.5  GeV 2) as determined by fitting the data 

x/s t resolution, Atsyst ×2 to a) tmin b) do (tmin) 
(GeV) 6 (GeV 2 ) for (GeV 2 ) (GeV 2 ) d-t 

(GeV 2) 20 d.f. (nb/GeV 2) 

23.4 ±0.020 -+0.008 20.6 1.437 ± 0.003 1.440 ± 0.003 4.0 ± 0.9 

30.5 -+0.020 -+0.010 15.9 1.418 + 0.003 1.418 + 0.003 0.5 + 0.7 
- - - 0.5 

44.6 +-0.020 ±0.015 22.2 1.361 -+ 0.005 1.370 +- 0.005 13.4 -+ 1.5 

52.8 -+0.030 -+0.017 13.7 1.337 +- 0.006 1.348 -+ 0.006 19.8 +- 1.9 

62.1 -+0.035 -+0.020 19.2 1.306 -+ 0.012 1.322 +- 0.012 22.6 -+ 3.7 

I e l  c )  b d )  d d )  B e )  

(rad) (GeV - 2 )  (GeV - 2 )  (GeV - 2 )  

0 . 1 2 ± 0 . 0 2  7 . 2 ± 0 . 4  2 .27±0 .24  7 . 9 0 ± 0 . 1 2  

0 . 0 6 ± 0 . 0 6  8 . 0 ± 0 . 4  1 .73±0.21  7 . 8 5 ± 0 . 1 2  

0 . 2 1 ± 0 . 0 4  7 . 2 ± 0 . 6  2 . 2 6 ± 0 . 3 0  8 .17±0 .19  

0 . 2 5 ± 0 . 0 6  7 . 0 ± 0 . 8  2 .10±0 .36  8 . 2 9 ± 0 . 1 8  

0 . 3 4 ± 0 . 1 0  7 . 9 ± 1 . 2  1 .79±0 .51  8 .66±0 .33  

a) to is the minimum position calculated assuming Re f / I m  f = O. 
b) tmin is the fitted position of  the minimum. 
c) ~r + e is the phase difference of  the interfering amplitudes; e = 0 for destructive interference, 

Re f =  0. 
d) Slope parameters of  the two amplitudes. 
e) B is the slope value for a fit to a t interval from 0.8 to 5.1 GeV 2. Owing to smaller errors than 

on b, it shows the shrinking property mentioned in subsect. 4.2. 

p a r a m e t e r s  [28]  at  e a c h  ene rgy :  

d o  
- A l e  b ( t -  t0)/2 + e u ( t -  to)/2+iepl2 , (4 .2 )  

d t  

The  o b s e r v e d  m i n i m u m  impl i e s  t h a t  d e s t r u c t i v e  i n t e r f e r e n c e  o c c u r s  a n d  h e n c e  t h a t  

q~ ~ 7r. I f  q~ were  equa l  to  7r, e .g. ,  i f  b o t h  a m p l i t u d e s  were  p u r e l y  i m a g i n a r y ,  t h e  

c ross  s e c t i o n  w o u l d  be  ze ro  at  t = to .  I f  real p a r t s  w e r e  c o n t r i b u t i n g ,  we  c o u l d  have  

q = 7r + e, a n d  t h e  m i n i m u m  w o u l d  no  l onge r  o c c u r  at  t = t o b u t  at  tmi  n a n d  t h e  
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cross section would not  go to zero; 

b + d  
e 2 (4.3) I tminl ~ Itol + 2(b - d)  2 ' 

do 
d-t- (tmin) ~ Ae2 " 

Eq. (4.2) describes the data reasonably well over a wide t region. To be as model- 
independent  as possible, we have chosen the t interval from 1.05 to 2.5 GeV 2 in 
which we find good X 2 values of  the fits for the data at all five energies. 

The resu!ts of  the fit are summarized in table 3. The errors quoted for to and 
tmi n are of  statistical origin and represent one standard deviation from the fit. In 
addition, the values of  to and/min  are affected by systematic errors owing to the 
alignment uncertainty of  the detectors; these errors are also given in table 3 and are 
estimated to be Atsyst = -+3 X 10 - 4  GeV ~/s. The errors on the values of  (do/dt)tmi n 
and on e contain statistical fitting errors, uncertainty due to background, and a 
normalization uncertainty of  +5%; the errors on the values of  b and d are statistical 
fitting errors. It has been verified that the best fit values of  to, tmin ,  (do/dt)min, 
and e are not sensitive to small variations of  the t range chosen for the fit. 

The observed s dependence of  the position of  the minimum is shown in fig. 15. 
The s dependence is nearly compatible with the one observed for the values of  
1/Otot(pp), as expected for diffraction by an object with a radius which is increas- 
ing proport ional ly  to  %/O'to t. 

The differential cross section at the diffraction minimum as a function of  ~/s is 
shown in fig. 16. It is observed to decrease as ~/s is increasing towards 30 GeV, to 
vanish near ~/s = 30 GeV, and to increase ag~iin. This energy dependence is similar 
to that of  the quanti ty p2o~, where p is the ratio of  the real to the imaginary part 
of  the scattering amplitude at t = 0. The full curve in fig. 16 is proport ional  to 
p2a~ and has been normalized to the data at ~/s = 53 GeV. The shaded area around 
the curve is indicating the statistical errors on p2a~ as quoted in refs. [19,29]. We 
note that the differential cross section at the minimum is proport ional  to p2a~ for 
n/s > 30 GeV. This proper ty  can be described by the notion of  geometrical scaling 
of  the amplitude as discussed in subsect. 5.4. 

4.4. The second maximum 

Position and height of  the second maximum are s dependent  too. Best values for 
these parameters have been determined by fitting quadratic parabolae to the cross 
section over seven to nine t bins. The values thus determined are given in table 4 
and shown in fig. 17. The errors on the values of  tma x are of statistical origin since 
the systematical alignment uncertainty is negligible; the errors on (do/dt)max con-  
tain in addit ion the normalization uncertainties of  +5%. The curves shown in the 
figure are proport ional  to 1/ato t for tmax and to Ot2ot for (do/d 0 tmax ; their mean- 
ing will be discussed in subsect. 5.4. 
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Fig. 15. Observed position of the diffraction minimum as a function of the energy ~/s. Errors 
are statistical only. tmi n is the observed t value of the minimum, t o the value calculated assum- 
ing zero real part of the scattering amplitude. The curve is proportional to the values of (l/otto t) 
of ref. [52]. 

4.5. The t region beyond the second maximum 

Beyond the second m a x i m u m ,  the differential  cross section again shows a simple 

exponent ia l  behaviour  at all five energies. At  each energy,  we have tried to find 

which is the largest t range permit t i l lg  a good fit to an exponent ia l  form 

do 
- C exp [ -D( l t l  - 3 GeV2)]  , (4.4) 

dt 

and have obta ined  good results in the t interval f rom 2.3 to 5.1 GeV2;  Itl = 3 GeV 2 

has been chosen to minimize  correlat ions be tween  the values o f  the parameters  C 

and D. The results are shown in fig. 18 and in table 5. The errors on D are o f  purely 

statistical origin and the errors on C include the normal iza t ion  uncertaint ies  o f  +5%. 
The values o f  the parameters  C and D are remarkably energy independent .  We 

have therefore  again f i t ted the data sets at all five energies using c o m m o n  values for 
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Fig. 16. Energy dependence of the differential cross section at the minimum corrected for back- 
ground and t resolution. The open data points give the differential cross section at t ~ -1.4 
GeV 2 as quoted in ref. [39]. The full curve is proportional to p2cr2 and has been normalized 
to the data at ~/s = 53 GeV. Values of p = R e f / I m f a t  t = 0 are from refs. [19,29]. The shaded 
area around the full curve is indicating statistical errors on p2o2. 

C and D in eq. (4.4),  and taking in to  account  the +5% normal iza t ion  f r eedom.  The 

fit is good everywhere ,  and the best  values are given at the b o t t o m  o f  table 5 and 

are shown  as solid lines in fig. 18. The dashed curves will be discussed in subsect .  5 .4  

B eyond  [tl = 5 GeV 2 , only  the data at 53 GeV have enough  statist ics to  deter-  
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Table 4 
Position and differential cross section of  the  second m a x i m u m  

~/s t (max) do 
(GeV) (GeV 2) d-t- (max) 

(nb/GeV 2) 

23.4 1.97 -+ 0.03 45 _+ 3 
30.5 1.93 -+ 0.03 42 -+ 3 
44.6 1.92 -+ 0.10 52 -+ 3 
52.8 1.81 -+ 0.07 58 +- 3 
62.1 1.81 -+ 0.06 63 -+ 5 
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Fig. 17. (a) Posit ion and (b) differential cross section o f  the  second m a x i m u m  as a funct ion of  
x/s. The dashed curves represent  the  x/s dependence  o f  (a) (1/a  T) and o f  (b) a~.  
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Fig. 18. Values o f  the parameters  (a) C and (b) D of  the exponent ial  fit (eq. (4.4)) to the  differ- 
ential cross section between [tl = 2.3 and 5.1 GeV 2. The solid curves represent the  parameters  
for a c o m m o n  fit to all five energies. The dashed curves show the predictions o f  geometrical  
scaling, normalized at x/s = 45 GeV. 

Table 5 
Parameters o f  an exponent ia l  in (Itl - 3 GeV 2) (eq. (4.4)) as determined by a fit to the data in 
the  t interval f rom 2.3 to 5.1 GeV2: numbers  in brackets give the  degrees o f  f reedom 

%/$ X 2 C a) D b) 
(GeV) (nb/GeV 2) (GeV - 2 )  

23.4 22.8 (23) 9.3 -+ 0.5 1.67 +- 0.07 
30.5 20.8 (23) 8.6 -+ 0.5 1.89 -+ 0.05 
44.6 20.6 (23) 9.1 -+ 0.5 1.79 +- 0.05 
52.8 14.4 (23) 9.5 -+ 0.5 1.84 +- 0.02 
62.1 12.3 (23) 8.7 +- 0.5 1.87 +- 0.06 
all 102 (123) 9.0 -+ 0.5 1.835 -+ 0.010 

a) Value o f  do/dt  at t = - 3  GeV 2. 
b) Slope parameter  o f  the  exponential .  
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mine slope values. At this energy, the last three events observed are in the t bin 9.5 
to 10 GeV z. However, as shown in fig. 8, the acceptance of  the apparatus extends 
much further, and we display upper limits on do~dr which we derive from the zero- 
event information in fig. 19. The upper limits for Ao/At between 10 and 18 GeV 2 
are evaluated for 90% confidence (<2.3 events observed) and depend on the bin 
width At. Although it may not be very useful to extract a slope from upper limits, 
we would like to quote the result of  two maximum-likelihood fits: assuming a con- 
stant exponential  slope D '  in the t interval between 6.0 and 10.0 GeV 2 , we find 
D'  = (0.88 -+ 0.13) GeV-2 ;  and with the same assumption in the t interval between 
6.0 and 20 GeV2,D ' = (1.00 -+ 0.12) GeV -2 .  Both fits are good. These slope values 
are significantly smaller than in the interval from 2.3 to 5.1 GeV2; we therefore 
conclude that there is a definite change of  slope beyond Itl = 5 GeV 2. 

This change of  slope is not necessarily a break; an alternative description of  the 
large-t data by an exponential  in PT ~ X/r~, has been proposed by many authors 
[ 3 0 - 3 2 ] .  We have tried to find which is the largest t range allowing a good fit at all 
five energies to the following expression: 

do/dt = C exp [ - /3(xfL7 - 1.8 GeV)] , (4.5) 

and find good agreement for It[ > 2.7 GeV 2, extending to 10 GeV 2 for x/s = 53 
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Fig. 19. Differential cross sections and upper  limits (90% confidence) for the  large-t region at 
~/s = 53 CeV. 
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GeV. A c o m m o n  fit o f  all five cross-section data sets in this t region gives C = 

(5.65 + 0 .29 )nb /GeV 2 and 13 = (7.07 + 0 .05)GeV - ]  , wi th  X z = 110.8 for 129 d.f. 

Fig. 20 shows the different ial  cross sections at 53 GeV as a func t ion  o f  PT together  

wi th  the best fit. 

4. 6. The phase o f  the scattering amplitude 

It  has been shown by several authors [33] that  there is a simple and rather model-  

independen t  way o f  extract ing the phase o f  the scattering ampl i tude  f rom the s-de- 
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Fig. 20. Differential cross section as a function ofPT = ~ for x/s = 53 GeV. The curve repre- 
sents the best fit to an exponential for Itl ~ 2.7 GeV 2. 
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pendence of  the differential cross section. As long as real parts do not dominate *, 
IRe f / Im f l  < 1, and the amplitude has even crossing symmetry,  the result is well- 
approximated by [34] 

R e f  - tan(z~Tr d l n d a  ] 
I m f  ~ ~ - ] .  (4.6) 

We have assumed even.crossing symmetry for all t values and have applied this deri- 
vative analyticity relation to our data. The validity of  this assumption is supported 
by the well-known fact that all measured amplitudes with odd crossing symmetry 
are strongly energy dependent; hence there is no need for a pomeron-like exchange 
amplitude with odd crossing symmetry in any known hadronic reaction [35]. 

Fig. 21 shows ln(da/dt)  as a function of  Ins  for various values of  t. The points 
shown are not raw data but values smoothened in t using eqs. (4.1) and (4.2) and 
appropriate error propagation. For Itl ~< 1.2 GeV 2 and for Itl > 1.6 GeV 2 it is 
possible to fit a straight line to the data points; the data are compatible with an 
s-independent ratio of  Re f i lm f. By approaching [tl = 1.2 GeV 2 from below, the 
real-part contribution increases, and for Itl > 1.6 GeV 2 it decreases again. In 
between there appears to be a pole of  the ratio Re f/Im f, because of a crossing 
through zero of  the imaginary part, in agreement with eq. (4.2). Eq. (4.6) cannot 
be used to determine precise values of  Re f / Imfnear  this pole; such a determination 
would require the use of  integral dispersion relations [36]. The actual t position of  
the pole depends on s as does the minimum position tmin of  the cross section. This 
is well seen in fig. 21 for t = - 1 . 4  GeV 2, where the slope (d/d In s) ln(da/dt)  between 
23 and 31 GeV is negative, whereas between 45 and 62 GeV it is already positive. 

Fig. 22 shows the ratio Re f /Im f as determined from the fitted slopes of  the 
straight lines drawn in fig. 21. The full points correspond to a fit over the full ISR 
energy range, whereas the open points correspond to the narrower energy range 
from x/s = 45 to 62 GeV. For Itl/> 2.2 GeV 2, R e f / I m f i s  compatible with zero in 
agreement with the observed energy independence of the parameters C and D as 
described in subsect. 4.5. For Itl ~> 5 GeV 2, no conclusion is possible owing to lack 
of  data at more than one energy. 

4. 7. Comparison with other experiments 

At present there exist only results of  two experiments on elastic proton-proton 
scattering which partially overlap with ours in s and t; one was performed at the 
ISR and the other one at FNAL. The ISR experiment of  Bt~hm et al., [2] has deter- 
mined unnormalized differential cross sections between X/s = 23 and 53 GeV. The 
statistics and hence the t range covered are much smaller than for the present exper- 
iment owing to lower ISR luminosities in 1972. Cross sections cannot be compared, 
but the shapes of  do/dt agree well in the t ranges where the two experiments overlap. 

* Spin effects have been neglected. 
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Fig. 21. Differential cross section as a function of  s on a double-logarithmic scale for t values of  
0.8 to 4.8 GeV 2. The curves are best fit straight lines; their slopes are proportional to Re f i lm f. 

The  e x p e r i m e n t  o f  H a r t m a n n  e t  al. [37]  * at  F N A L  has  d e t e r m i n e d  n o r m a l i z e d  

d i f f e r e n t i a l  c ros s  s e c t i o n s  at  Plab = 2 0 0  a n d  4 0 0  G e V  for  - t  = 5 t o  12 G e V  2 . T h e  

d i f f e r e n t i a l  c ross  s e c t i o n s  at  2 0 0  G e V  are f o u n d  to  be  h i ghe r  t h a n  ou r s  a t  ~/s  = 53 

• This letter covers only the data at 200 GeV. Preliminary 400 GeV data are shown in ref. [38]. 
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Fig. 22. Re f / Im f as a function of t, determined from fig. 21. Full points correspond to the 
full ISR energy range, open points to the limited range 45 to 62 GeV. Note the pole-like behav- 
iour at the minimum. 

GeV, but  preliminary results at 400 GeV are at the same level as ours. Fig. 23 sum- 
marizes the energy dependence for fixed t values [38] of  5.0 and 6.0 GeV 2 includ- 
ing lower energy results [39]. There is a strong decrease with energy, suddenly level- 
ling off  at the lower end of  the ISR energy range. At  lower Itl values, this levelling 
off  takes place already at lower s values. 

This s dependence may be interpreted as for t = 0. The elastic amplitude is built 
up by strong real parts due to exchange forces which are rapidly decreasing with 
energy, and by almost purely imaginary amplitudes due to diffraction which have 
nearly no energy dependence. At t = - 6  GeV 2, the exchange contributions have 
vanished at Plab ~" 400 GeV, and diffraction alone survives. 

5. Discussion 

Assuming that a nearly energy-independent elastic amplitude is dominantly even 
crossing symmetric and therefore allows the application of  a derivative analytici ty 
relation as given by eq. (4.6), we conclude that  the differential cross sections are 
dominated by an imaginary amplitude due to diffraction. We therefore limit our 
discussion to diffraction models. 
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Fig. 23. Energy dependence of the differential cross section at t values of 5 GeV 2 and 6 GeV 2. 
Note the flattening out at ISR energies. Low-energy data are from ref. [39]. 

5.1. The  s-channel  models 

The s-channel models attempt to describe diffraction by absorptive regions in the 
two-dimensional impact parameter space. Absorption can be represented as a func- 
tion of  the impact parameter b and of  the energy variable s, and the most appropri- 
ate function is the eikonal ~ (b ,  s). In the model  of  Chou and Yang [40] ,  the eikonal 
is proportional to the convolution of  the charge density of  the colliding hadrons. 
The Fourier transformation of  the eikonal is hence proportional to the square of  
the electromagnetic form factor. The main predictions of  this model are: (a) that 
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the differential cross sections approach an energy-independent limit, and (b) that 
several diffraction minima and maxima should occur. Both predictions are incom- 
patible with our data. The observed energy dependence of the minimum position 
contradicts (a), and the absence of a second minimum up to It[ = 10 GeV 2 contra- 
dicts (b). 

Constituent models [41] specify the eikonal according to Glauber's hypothesis 
[42]. The constituents, e.g., valence quarks, scatter elastically on each other, and 
the eikonal observed is the sum of all quark-quark eikonals. These models have more 
freedom in parametrizing the scattering amplitude than the Chou-Yang model, e.g., 
by choosing the number of constituents, the form of the quark-quark eikonal, and 
the quark distribution inside the proton. Nevertheless, Glauber's mechanism imposes 
specific features such as (a) the appearance of further diffraction minima, and (b) the 
ratio of the slope values between the different minima. None of the models known 
to us can describe the observed differential cross section without changing the rela- 
tive strength of the successive terms in the multiple scattering expansion, thus arti- 
ficially destroying Glauber's predictions. 

The failure of the Glauber model may be interpreted in different ways. One way 
is to assume that Glauber's mechanism is not adequate, e.g., one should take into 
account the inelastic quark-quark scattering as well. This is equivalent to replacing 
the overall scalar eikonal ~(s,  b) by a matrix eikonal ~2ij(s, b) containing the elastic 
channel (i = 1) as well as all diffractive inelastic channels (i = 2, 3 ..... N). The first 
term in the eikonal series is still ~1 l, but the second t e r m  ~"~21 is replaced by 
~-~21 + ~'~12~'~21 + ... + ~-~IN~-~NI , including all transitions from the incident channel 
to an inelastic channel in a first interaction followed by the transition from this 
inelastic channel back to the elastic channel in the second interaction. A model with 
N = 3 and simple expressions for ~2ij(s, b) has been presented by Crozier and Webber 
[43], which gives a good description of all features of the data presented here. 

Another way is tc assume that the elastic scattering amplitude in these s and t 
ranges is not due to a fixed number of valence quarks but to other objects, e.g., to 
gluons [44]. Analysing our data in the framework of a gluon model, Van Hove [45] 
arrives at two conclusions: (a) the gluon-gluon scattering amplitude is completely 
black, not only at zero impact parameter but also in a finite region around; (b) the 
gluon density is concentrated around the centre of the proton. 

A model recently developed by Schrempp and Schrempp [32] attempts at 
describing high-energy hadron scattering by diffraction in three dimensions. The 
two transverse dimensions of the absorption region determine atot and small-t elas- 
tic scattering, the longitudinal dimension determines the elastic cross section in the 
t range beyond 2 GeV 2. If the absorption region is a long prolate spheroid ("fire 
sausage"), as suggested by an interpretation of particle production on nuclei [46], 
the elastic cross section in this t region should be proportional to an exponential in 
transverse momentum PT, exp(--bPT), and there should be no second minimum. 
Both predictions agree with the data. The observed energy independence of b implies 
that the length of the absorption spheroid increases proportionally to ~/s. 
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5.2. The t-channel models  

5.2.1. Regge poles. The simplest t-channel model, describing elastic scattering by the 
exchange of a single Regge pole, 

da 
dt - Ig(t) e-ilra(t)/2sa(t)- 112 , (5.1) 

is certainly ruled out by our data, since we observe that the position of the diffrac- 
tion minimum is energy dependent, whereas the residue function g(t) ,  which alone 
could give rise to a minimum, should not depend on the energy. 

We have tried to describe our data in the t interval from 0.9 to 5.1 GeV 2 by the 
superposition of two Regge poles with exponential residue functions: 

do 
dt I x/~- eBt/2 e-inal(t)/2s~l(t)-I 

_ N/rceDt/2 e-iTr~2(t)/2 Sa2(t)- 112 . (5.2) 

Assuming linear Regge trajectories, the fit fails (X 2 = 544 for 244 d.f.), mainly 
because the model has a weaker energy dependence at the diffraction minimum 
than that of the data. 

The superposition of three Regge poles, where two of them are pomeron-like 
and one of them has a small intercept a3(0 ) ~ 0, has been proposed by Phillips and 
Barger [28]. Using eight free parameters, we obtain a good fit (X 2 = 227 for 241 
d.f.) to the data in the t interval between 0.9 and 5 GeV 2 . This description is, how- 
ever, not very attractive since the asymptotic description of the small-t region 
requires the presence of Regge cuts anyhow. 

5.2.2. Regge  cuts. A simple model with a pomeron pole and a two-pomeron cut 
(P ® P) has been adapted by Collins and Gault [47] to describe our data at x/s = 53 
GeV. The agreement with the data is excellent. However, the best fit parameters are 
theoretically not satisfactory as they violate the Froissart bound [48] at higher 
energies. This difficulty may be solved by including multiple-pomeron iterations, 
but in the parametrization of this model already the addition of a three-pomeron 
term (P ® P ® P) leads to disagreement with the data. 

Adding up all possible multiple-pomeron contributions is a complicated algorithm 
which has been solved in the reggeon field theory [49]. Above a certain transition 
energy, the value of which is uncertain at present, the multi-pomeron sum converges 
towards a simple scaling function, often called the fully renormalized pomeron. 
Deviations from this asymptotic pomeron sum fall roughly like I/In s, but their 
absolute values are unknown and therefore do not allow us to make a quantitative 
comparison with the data. We may, however, naively assume that the deviation is 
already small at ISR energies and identify the fully renormalized pomeron with the 
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observed geometrical scaling property of the elastic cross section which is discussed 
below. 

5.3. Geometrical scaling 

The concept of  geometrical scaling (GS), as we shall use it in this subsection, has 
been first invoked in an attempt [5] to understand the observed scaling properties 
of  particle production in the s-channel [50]. An earlier result, that rising total cross 
sections must lead to scaling elastic scattering cross sections, was obtained by Auber- 
son et al. [4]. Including also scaling real parts of  the scattering amplitude [51 ], one 
may interpret GS as a property of  a Regge cut or of  the fully renormalized pomeron 
of  the reggeon calculus as discussed in subsect. 5.2. 

Neglecting the real part of  the scattering amplitude, GS predicts the following 
equality at any two (asymptotic) energies: 

do °t2°t(s1) dais Ot°t(Sl) t l ] .  (5.3) 
dY (s l '  t l )  = Ot2ot(S2) dt 2, t2 - Otot(S2) 

Fig. 24 shows the values of  the expression on both sides of  this equation for x/s1 = 
23 GeV and x/s2 = 62 GeV, and fig. 25 for x/s1 = 45 GeV, x/s2 = 62 GeV. With the 
exception of  the t region near the minimum where the real parts cannot be neglected, 
the scaling property is well-fulfilled in the second comparison, whereas it fails in the 
first one for t values beyond the diffraction minimum. 

A scaling real part of  the scattering amplitude may be introduced by replacing 
ato t in the following way: 

iato t -+ atot(i  + p ) ,  (5.4) 

where p = Re f f I m f a t  t = 0. This replacement leads to a relation between the cross 
sections at the diffraction minimum where Im f =  0: 

do 2 2 plOtot(Sl) do 
d~- (Sl, tmin I )  "~ P2Otot(S2)2 2 dt (s2, tmin 2) , (5.5) 

for any pair of  asymptotic values sl and s2. This relation has been obtained before 
in a different way by Grein and Kroll [51 ]. 

The GS predictions expressed in eqs. (5.3) and (5.5) for the energy dependence 
of  to, tmin, (da/dt) tmax, C, and D are shown as dashed curves in figs. 15 to 18. 
Values for ato t and p are taken from the most recent experiments at the ISR [52,19] 
and at FNAL [29]. None of  the quantities shows perfect agreement over the full 
ISR range, but all of  them agree well with GS in the restricted energy range from 45 
to 62 GeV. 

We have also tested GS by an overall X 2 fit to the cross sections at all five energies 
and to the upper three energies alone. We have tried three different forms in their 
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Fig. 24. Comparison of  the t dependence of  the differential cross sections at ~/s = 23 G e V  and 
62 GeV. Cross sections and t values of the higher energy have been scaled according to geo- 
metrical scaling (eq. (5.3)). 

appropriate t regions: 

d a  2 
~ -  = Aato t ( l  + p 2) eBatot t, Itl ~ 2 . 3 - 5 . 1  GeV 2 , (5 .6)  

do  _ Aat2ot(1 + p 2 )  e - B ~ ,  Itl > 2.7 GeV 2 (5 .7)  
d t  - ' 
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d o  
dt I°t°t (i + P) [X/~ eBat°t(1-ip)t/2 

_ x/~eDotot(1 - i p ) t / 2 ]  12 , Itl ~ 0 .9-5.1  GeV 2 . (5.8) 

The X 2 values obtained for the fit are given in table 6; the goodness of  the fits con- 
firms that geometrical scaling is a reasonable approximation over the full ISR range 
and that it may be perfectly valid for x/s t> 45 GeV. 

The data can also be described by the superposition of  a Regge cut and a fixed 
Regge pole with a( t )  = a o + a'  t ,  

da 
dt - I~/r~ °t°t(i + p) eBOt°t(1-ip)t/2 

_ x / ~ e D t / 2  e-iTra(t)/2 s~(t) - 112 , 

where A, B, C, D, a o, and a '  are energy-independent constants. 

(5.9) 

l f f  2 
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lo -z 
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• 62 GeV 

0 I 2 3 /,, 6 
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Fig. 25. Comparison o f  differential cross sections at x/s = 45 GeV and 62 GeV. Cross sections 
and t values of the higher energy have been scaled according to geometrical scaling (eq. (5.3)). 
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Table 6 
Goodness-of-fit values for eqs. (5.6) to (5.8) to test geometrical scaling: numbers in brackets 
give the number of degrees of freedom 

x/s x 2 (eq. (5.6)) x 2 (eq. (5.7)) x 2 (eq. (5.8)) 
(GeV) Itt from 2.3 to 5.1 GeV 2 Itl ~ 2.7 GeV 2 Itl from 0.9 to 5.1 GeV 2 

2 3 - 6 2  160 (122) 157 (127) 320 (246) 

4 5 - 6 2  48 (77) 62 (88) 133(146) 

We have t r i ed  th ree  fits to  the  da ta  over  the  full energy range f rom x/s  = 23 to  

62 GeV,  and  in the  t in terva l  f rom 0.9  to  5.1 GeV 2, using eq. (5 .9)  and  vary ing  the  

n u m b e r  o f  free paraJ~neters f rom six to  four .  The  resul t ing  pa rame te r s  and  X 2 values 

are given in tab le  7. It  shou ld  be  n o t e d  t h a t  the  overall  X 2 is good  and  t h a t  the  
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Fig. 26. Differential cross sections at five ISR energies according to the parameters determined 
by the best fit to a superposition of a Regge cut with the properties of geometrical scaling and 
a fixed Regge pole (eq. (5.9)). Values of parameters are given in table 7, fit C. 
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Table 7 
Parameters of a superposition of a Regge cut (GS) and a fixed Regge pole as determined by a fit 
of eq. (5.9) to the data in the t interval from 0.9 to 5.1 GeV 2 

Parameters Fit A (6 parameters) Fit B (5 parameters) Fit C (4 parameters) 

A (mb/GeV 2) 10.45 ± 0.07 11.47 -+ 0.10 11.29 -+ 0.07 
B (GeV -2) 7.58 +- 0.01 7.68 -+ 0.01 7.67 -+ 0.07 
C (mb/GeV 2) 0.0079 -+ 0.0001 0.0032 +- 0.0002 0.0025 -+ 0.0001 
D(GeV -2) 2.31 +-0.01 1.86 +-0.02 1.858 -+0.013 
c~ 0 0.93 -+ 0.07 0.98 -+ 0.02 1.0 
a' -0.029 -+ 0.010 0.0 0.0 
o (23 GeV) -0.021 ± 0.003 -0.028 -+ 0.004 -0.035 -+ 0.005 
x 2 (d.f.) 224 (244) 233 (245) 237 (246) 

agreement is excellent in every s and t bin. The value of p(x/s = 23 GeV) was 
assumed unknown and therefore determined by the fit (see table 7); it agrees well 
with recent measurements [29]. Fig. 26 shows the cross sections as calculated 

using eq. (5.9) with the best-fit values of four parameters and with c~ 0 = 1 and c~' = 0 
imposed. 

6. Conclusions 

We have measured differential cross sections of elastic pp scattering in the ISR 
energy range between x/s = 23 and 62 GeV. At lower energies, this reaction has 
been successfully described by two mechanisms, diffraction and reggeon exchange. 
The diffractive mechanism is dominating at low values of t, and it is therefore cus- 
tomary to call the t interval between 0 and 0.2 GeV 2 the diffractive region. At 
larger t values, the differential cross sections are strongly energy dependent, thus 
indicating their non-diffractive origin. In this experiment, we find differential cross 
sections which are essentially independent of energy up to t values of 5 GeV 2, and 
we conclude that the diffractive region extends up to at least 5 GeV 2 in this energy 
range. 

The forward peak of the differential cross section shows a weak energy depen- 
dence which can be attributed to the increasing size of the interaction range. The 
rising total cross section of pp collisions defines the scale for this s dependence. A 
consistent description of the elastic forward peak, by geometrical scaling [5,51], 
has been obtained for a large energy range from x/s = 6 to 62 GeV by using the 
total cross section as a scale and a scaling real part of the scattering amplitude. 

The forward peak is followed by a t region around the pronounced cross-section 
minimum at t ~ - 1 . 4  GeV 2 , which is showing stronger energy dependence. The 

position of the minimum changes with energy as 1/ato t as expected from the 
increasing size of the interaction range. The cross section at the minimum is pro- 
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portional to p2at2ot for energies larger than x/s = 30 GeV, where p = Re f / I m f a t  

t = 0. This result favours a description of the region near the minimum by a cross- 
ing through zero of the imaginary part of the scattering amplitude. The phase of the 
scattering amplitude is changing sign at the minimum. 

A second component of diffraction scattering is observed in the t range from 2 
to 5 GeV 2. Its t dependence is much weaker than for the forward peak and cannot 
be described by simple eikonal or constituent models connecting this region to the 
forward t{eak. However, a consistent description is possible [43] by an eikonal includ. 
ing inelastic diffractive channels in the context of the Good and Walker picture [53]. 

The energy dependence of the second diffraction component is compatible with 
geometrical scaling only at energies larger than or equal to X/s = 45 GeV. In the 
energy range 23 to 30 GeV we observe an additional weak energy dependence, at 
the diffraction minimum as well as between It[ = 2 and 5 GeV 2, probably indicating 
contributions of exchange terms to the scattering amplitude. This scale-breaking 
behaviour is the same as for a bare pomeron pole, see eq. (5.9). 

A new change of the slope of do/dt is observed near t = - 6  GeV 2, but no second 
diffraction minimum for t values up to 10 GeV 2 , in contrast to the prediction of 
simple eikonal models of a recurrence of the first minimum. 
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